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Abstract management in a product software company bridges the

market interaction (existing customers, prospects, analysts)
Developing large complex software products aimed for with the product development planning (content, resource
a broad market involves a great flow of wishes and planning, timing). We therefore have to distinguish between
requirements. The former are elicited from customers while two major groups of requirements: customer wishes and
the latter are brought forth by the developing organization. product requirements. Customer wishes are expressions of
These are preferably kept separated to preserve the differenthe perceived market need. These are naturally subject to
perspectives. The interrelationships should however befrequent change; as the product changes, so does the market
identified and maintained to enable well-founded decisions. need. Customer wishes make up a vital and valuable source
Unfortunately, the current manual linkage is cumbersome, of information for decision-making. They also enable bet-
time-consuming, and error-prone. ter communication with each customer by using the cus-
This paper presents a pragmatic linguistic engineering tomer’s own perspective. Product requirements are the re-
approach to how statistical natural language processing quirements that the developing company believes are worth
may be used to support the manual linkage betweento pursue, stated from the developing company’s perspec-
customer wishes and product requirements by suggestingive. These are also used as a basis for product release plan-
potential links. An evaluation with real requirements from ning, as well as for feasibility studies and, if selected for
industry is presented. It shows that in a realistic setting, implementation, to start actual software development. Cus-
automatic support could make linkage faster for at least tomer wishes and product requirements often emerge inde-
50% of the links. An estimation based on our evaluation pendently of one another and for several reasons it is essen-
also shows that considerable time savings are possible.tial to keep them separated. For example, several customers
The results, together with the identified enhancement, aremay express their wishes slightly different and without re-
promising for improving software quality and saving time ferring to the software or business architecture. However,
in industrial requirements engineering. a product requirement addressing all the differently stated
wishes may include additional information that is required
for decision-making and development but that should not be
1. Introduction communicated back to the customers. Naturally, there are
multiple associations between these two groups of require-
The success of market-driven companies developingments, which must be found and maintained. The links be-
software products essentially depends on three parameterdween customer wishes and product requirements constitute
(1) when new releases reach the market, i.e. how well thea conclusive piece of information for requirements prioriti-
market window is targeted, (2) what content they have, andzation and release planning. As always, resources are lim-
(3) the associated cost for developmentq20 Profit and ited and only a subset of the product requirements may be
market share in combination with user satisfaction are theimplemented in the next release of the product. The linkage
driving forces of requirements analysis, prioritization, and process is cumbersome. Each time a new customer wish ar-
selection or rejection for implementation [12]. To find mar- rives, it is a difficult and time-consuming task to find those
ket opportunities and to keep customers satisfied, new rethat may be related to the wide variety of product require-
quirements must be elicited continuously, and old require- ments. In current practice, this task is often accomplished
ments must be re-evaluated with respect to evolving mar-using simple search facilities, with consequences on effort
ket needs. This continuous elicitation puts a high pressureand missing links. A well thought-out hierarchical require-
on the organization as requirements arrive from different ments organization may help (e.g., based on the software
sources and emerge in different projects [10]. Requirementsarchitecture), but as the product gets more complex, re-
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quirements will not always fit nicely into such a structure.
Moreover, evolution of the architecture, the product, and the
company focus deteriorates the maintenance of the require-
ments hierarchies.

In this paper we investigate the possibility of giving au-
tomatic support to the manual work of requirements linking.
This is carried out using a pragmatic linguistic engineering Release
approach [8]. Our long-term objective is to engineer an in-
tegrated, supporting, and semi-automatic system that deals
with natural language requirements and which satisfies the
constraints in the particular industrial setting described. The
most vital constraints are the cost-benefit of such a system
and the varying textual quality of the requirements, to which
a system must be less sensitive. We have selected a set ¢
robust techniques, well known within statistical natural lan-
guage processing [15], that we use to calculate similarities
between requirements based on word occurrences. These Figure 1. The Baan Requirements Manage-
similarities may be used to present, for a selected customer ment Process.
wish, a top list of product requirements that are candidates
for linkage. We present an evaluation using real require-
ments and manually identified links, received from indus-
try. It turns out that the selected techniques may properly
support linkage in an industrial setting for up to 50% of the
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New requirements management concepts were introduced
in order to make decision making more transparent and

links. Improvements are suggested together with interest—tO enable more controlled requirements change manage-

ing alternatives and supplementary approaches. The paperpem' To support the new requirements management pro-
is structured as follows. In Section 2 the case study envi- Gess, Baan also developed their own requirements manage-

ronment is presented. Section 3 describes, in more detailment tool called the Baan Requirements Database (BRD).

the requirements set used in our study. In Section 4 we fur_DeveIoped in MS Access, the BRD has successfully been

ther describe the envisioned new supported situation and, inused in a distributed setting (although, due to performance

particular, the selected techniques. This is followed in Sec- Ees;og:\'/;?g Sr]ﬁ:imlgzzrﬁc)e ng)I)S%iglpo:Leed éné%t?sejsgn-
tion 5 by a presentation of our evaluation. A discussion of P b 7 Y.

related work can be found in Section 6 which is followed by used to collect requirements on the BRD itself. The require-

a survey of interesting further work in Section 7. Section 8 meFr;;s E}?Qnigﬁgenq;ﬁfcfﬁi :i (ijsep:rttegf Itr]hglgcéerallll eloase
concludes the paper. q 9 p

development process, which also consists of development
) management to develop the new releases, and delivery man-
2. Requirements Management Case Study agement to control the software component delivery to cus-
tomers. The newly introduced concepts are as follows:
Baan, now part of SSA Global, develops large com-
plex applications aimed for enterprise resource planning
(ERP), customer relationship management (CRM), supply
chain management (SCM), product lifecycle management
(PLM), and business intelligence (Bl). The applications are
designed and developed as a framework with separate func- spective and context. An example is found in Table 3
tional components for different business functions and busi- o | ..« |nitiation A formal document that triggers a re-
NESS process elements. By the end of year 2000, the frame- lease project in Baan containing high-level strategic
work c;o'nS|sted of 250 modules and 10,000 components, topics for business requirement selection.
comprising around 4.5 MLOC. Between 1998 and 2002, the Version Definition A document with the listing of busi-

tmhggaalg;‘]%rn?ers(;%zzg ;81;(')”:;?#Cﬁdcgmnﬁgxi;e%l;'{ﬁgsregs ness requirements of the new release with the needed
g p 9 piexity personnel resources.

velopment situation: Conceptual Solution A document with a sketch of the
business solution for one (preferred) or more business

Market Requirements A customer wish related to current
or future markets, defined using the perspective and
context of the user. An example is found in Table 2.

Business RequirementsA generic customer wish to be

covered by Baan solutions described in Baan's per-

e the comprehensive and \_/|tal domain knowledge, requirements

¢ the large volume of requirements,

o their distributed development organization, As shown in Figure 1, the requirements management ac-
e and the complex dependencies of requirements. tivities are executed in two modes. Continuously, new Mar-
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ket Requirements (MR) and Business Requirements (BR) Linking MRs to BRs and the other way round is of a
are being inserted into the BRD as soon as possible afterdaily routine for the product managers. Each time a new
their receipt or creation, respectively. Only after the com- MR is inserted into the BRD, it is first checked by search-
pany management decides to start a new release project, ang whether there is one or more BRs that already include
Release Initiation document triggers the writing of the cor- the specified functionality. This process is very time con-
responding Version Definition (VD) and Conceptual Solu- suming, as the tool only allows text search in the require-
tions (CS). Preferably, one CS covers one BR for the sake ofment description. Similarly, when a new BR is created, the
simplified (de-)selection of BRs into the new release. The corresponding MRs need to be found in the BRD, since the
VD and the CS documents are then input for the develop- objective is to satisfy as many customers as possible. Find-
ment processes, which include the writing of design docu- ing all MRs that are covered by the BR at hand is virtually
ments (Definition Study, Functional Design, Technical De- impossible, because of the large humber of MRs and due
sign) and the coding of the software components. to the time-consuming understanding of MR content. Ad-
MRs and BRs that cover the same underlying functional vanced automated assistance to the MR-BR linking can im-
requirement are linked to each other. The relationship be-prove the quality of the requirements management process
tween MRs and BRs is essentially of many-to-many car- and save costly man-hours of the product managers.
dinality. MRs are copied into the BRD as-is, i.e. without
altering the original text as specified by the customer. Main- 3 Case Study Requirements Data
taining a good relationship with customers is facilitated by
providing timely feedback to the customer on their input for In this section we provide descriptive statistics on the
new product functionality. The customer receives an infor- requirements set used in our study. The total number of

mative message after input review and after completion of 1y ,siness and market requirements elicited at Baan between
the release. Therefore, in case several customers suggest t!’ieg% and 2002 is found in Table 1. These requirements con-

same functional extensions, then these are each recorded iyjyte the basis for the calculations presented in the coming
separate MRs. These MRs are later linked to the same BR.ggctions. Table 1 also presents the number of requirements

BRs should reflect a coherent well-defined extension of 4,4+ manually have been linked to one another. This in-
the product and are created by Product Managers respong,mation is used to evaluate the outcome of the automatic
sible for (a part of) the product. A BR description in- .5icyjations. Also, the table shows that links between BRs
cludes the effort in man-days required for development. Ex- 54 MRs may cross year boundaries. Figure 2 shows the
perience with implementing Requirements Management in gistribution of how many MRs that are linked to each BR,
some product software companies learns us that transparenig vice versa. A one-to-one relationship is obviously the
decision making during release planning requires the BRSmost common. Furthermore, it shows that it is more com-

to be of a similar workload size (i.e. for _Baan between 20 1,51 to link several MRs to one BR, as opposed to the other
to 80 mandays). Too many small requirements make theway around.

list of BRs in the VD too long and cumbersome to manage.  gxamples of an MR and a linked BR are found in Table 2

Too large requirements do not provide adequate insight ingnq Taple 3 respectively (some proprietary information has
the content of the next release, and hinder effective commu-paap jeft out). Although these two examples can not reveal
nication. As customers do not specify their MRs according e fy)| picture, they are representative for the content and

to these guidelines, it may well be that an MR is very large ¢orm of the two types of requirements. In the label and de-
and therefore linked to many different BRs. Non-coherent

MRs dealing with dispersed functional areas are also linked

to different BRs.

Table 1. Number of elicited and linked re-
quirements.

10,000

1,000

10,000

1,000

Business Requirements| Market Requirements 100¢ 100¢
Year | Elicited Linked | Elicited Linked
1996 0 0 183 113 .
1997 5 4 683 262 10} 10p .M
1998 275 169 1,579 388 o
1999 709 261 2,028 502 . am
2000 669 167 ] 1,270 397 T S e e e
2001 1,000 153 864 224 BRs per MR MRS per BR
2002 1,121 340 1,695 514
Total 3,779 1,094 8,302 2,400 Figure 2. Number of linked requirements.
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Table 2. Example market requirement. Table 3. Example business requirement.
| Field | Example [Description] | | Field | Example [Description] |
Id MR10739 Id BR10025
Example [Request raiser's company Date 1998-01-27
Request Person [Request raiser] Label Statistics and containers
Date 1996-05-29 Description | 1. Container (end item) in statistics
Label Pricing and Containerization Purchase and sales statistics used to be
Description Specifically what | am interested in maintained only at main item level. But
is containerization and pricing. For a now it has also become possible to build
prospect | am working with ( pretty much statistics at container level. There are twp
a distributor of electonicomponents aspects: printing statistics in the number|
) | need pricndoy type of package by of containers for a main item selecting
cusotmetype (wholesale or retail ). | and/or printing statistics at container level
think pricing by container solves this 2. Displays in statistics
problem, but I understand to use this Displays are compositions of end items
feature the item must be a process item (for example, an attractive display of
and | don’t know if this is good or bad. If different types of cake). The statistics
I must use process what do | gain or lose, will be updated at both the levels of
like do | have to run a seperali¢RP etc. display item and container (which is part
Do | have to have one process company of the display). Prevention of duplicate
and one non-process company. They have counting, and correct pricing must be
mainly an assembly operation with no arranged in a procedural manner.
process involved. If process would be to Keywords | Process industries
cumbersome how diffic.a mod would Type Usability
it be to disconnect containerzatitnom Status Assigned
process. User name [Requirement submitter]
Keywords Pricing, order planning Comments | Warehousing only
Priority Medium
Type Functionality
Status Closed/Completed _ frequency statistics for different term categories. The term
User name _[Requirement submitter] categories we were mainly interested in were correct words,
Comments 020699: functionality is available in misspellings, and abbreviations. Due to the very large num-
BaanERP in the Pricing module ber of terms used (see top row in Table 4), in order to reduce
Agreement None

the manual effort needed for the quality assessment, we
restricted ourselves to the subset consisting of only terms
starting with 'a’. To further speed up the process, we first
scription fields we find the principal information that con- ysed WordNet 2.0 to automatically determine proper En-
stitutes the requirement. The contents in these fields areylish terms. WordNet, developed at Princeton University,
written in natural language using the corporate language forjs a free lexical reference system in which English nouns,
documentation within Baan (US English). Inthe current sit- yerbs, adjectives and adverbs have been organized into syn-
uation, the association between the requirements would besnyms sets [6]. A manual check of the terms that were iden-
found by, for example, searching for the tecontainerin tified through WordNet was made to see if there were any
either of the corresponding sets of requirements. The dategerms that should be reclassified. We then manually classi-
of the requirements suggest that it is most likely that the fied the terms that were not found in the WordNet database.
MRs have been searched for possible linkage. Among theThe results are shown in Table 4.

MRs we would get 37 hits if searching the label field and  The |eft-most column shows the term categories that we
318 h|tS if Searching the deSCI’iption f|e|d FiVe MRs were |dent|f|ed From top to bottom they are:

currently linked by experts (all five MRs were submitted

earlier than the BR). Four links would be found through the In WordNet 2.0 The terms that had an appropriate mean-
label field, but the fifth link would only be found if select- ing in WordNet, i.e. an actual word, and excluding re-
ing a new search term (e.gtatistics 40 and 99 hits corre- classified terms. For example, the teamwas found
spondingly). Based on this and similar cases, we expect the in WordNet as (1) the chemical notation for gold, or
proposed technique to make this search and link procedure  (2) the abbreviation for astronomical unit. However,

more efficient. the term was not used in neither of these senses, but as

The requirements’ textual quality varies, e.g. spelling a part of a web domain or as the French preposition.
errors (underlined), so in order to determine the require- As English was the stipulated language we decided to
ments lexical and syntactic quality [4], we calculated term reclassify the term as a reference.
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Table 4. The requirements’ lexical and syntactical quality (term beginning on letter ’a’).

Market Requirements Business Requirements
Distinct Frequency Distinct Frequency
Total number of terms: || 27,239 659,325 10,431 334,059
Total letter 'a’ terms: 1,247 (100%) 68,090 (100%) 793 (100%) 36,081 (100%)
In WordNet 2.0: 662 (53%) 53,125 (78%) 538 (68%) 28,558 (79%)
Actual words not in WN: 23 (1.8%) 12,675 (19%) 19 (2.4%) 6,679 (19%)
< Abbreviations: 88 (7.1%) 1,009 (1.5%) 36 (4.5%) 584 (1.6%)
g |9 Spelling Errors: 202 (16%) 284 (0.42%) 104 (13%) 124 (0.34%)
515 Non-English: 142  (11%) 543 (0.80%) 14 (1.8%) 14 (0.039%)
- | 2 References: 67 (5.4%) 272 (0.40%) 62 (7.8%) 78 (0.22%)
5 Persons: 36 (2.9%) 128 (0.19%) 4 (0.5%) 12 (0.033%)
Z Merged: 22 (1.8%) 47 (0.069% 15 (1.9%) 29 (0.080%)
Code: 5 (0.40%) 7 (0.010% 1 (0.13%) 3 (0.0083%
Table 5. Most frequent terms. 10,000 : 10000
1 req. *
BRrank | MR rank | Term Frequency| pired ] ¥ .
1 1] item 2,117 2.30 -
2 2 | line 1,609 1.83 T E"
3 6 | process 1,484 1.50 ol | E
4 15 | datum 1,350 1.41 B 5
5 9 | plan 1,281 1.66 z
6 136 | erp 1,243 0.37 =
7 4 | time 1,242 1.93 10¢ 1 10¢
8 5 | sale 1,137 2.09
9 7 | change 1,078 2.03 L
10 40 | warehouse 1,057 1.08 1 - -
11 14 | date 17003 1.95 Business Requirements Market Requirements
12 12 | invoice 994 2.01
13 21 | base 962 1.59 Figure 3. Requirements’ length.
14 26 | requirement 962 1.44
15 3 | customer 956 2.72

gories are, fortunately, not used particularly frequently. We

Actual words notin WN The terms that were not in Wil utilize this fact in the next section. _
WordNet, but manually identified as actual words. The ~ Table 5 shows the 15 most frequent terms used in the
numbers are not surprising, as WordNet only com- BRs and the corresponding rank in an ordered term fre-
prises four parts of speech and all senses are not reprequency list for the MRs. The table shows that many of the
sented in WordNet 2.0. terms are used with comparable frequency in the BRs and
Abbreviations Non-standard abbreviations (e.g., accts for MRs. This is also indicated by the Spearman rank order

accounts) and other domain-specific abbreviations correlation coefficient, [24] (also see [13] for a discussion
(e.g., ACP). on statistics for corpora comparison). Calculated on the in-

Spelling errors Misspelled words. tersection of the two frequency lists, we get ~ 0,78,

Non-English Words in another language than the stipu- significant at the» < .00003 level. The intersection consti-
lated. In most cases, in particular for the MRs, this is tute 4,660 terms in total. 1,899 terms only occurred in the
acceptable, as many non-English customers prefer toBR frequency list and 8,234 terms only occurred in the MR
put an explanation in their own language within paren- frequency list. These unique terms had very low frequency

theses. in their corresponding frequency list and, more importantly,
Referencesldentifiers, names of companies, and product essentially comprise non-English words and misspellings.

names (e.g. AOL, AG0000083). Thus the correlation coefficient do give a good indication
Persons Names of people. of the shared term usage. This gives support for the techni-
Merged Run-together words (e.g. articlegroup). cal approach chosen, to calculate similarity based on word
Code Pure programming code (e.g. AddShow). occurrences, which is described in the next section.

The final statistical data that we present reveal the re-
As shown in the table, the terms in the 'non-word’ cate- quirements’ lengths. Figure 3 depicts the distribution of
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the requirements’ lengths for the BRs and MRs. The BRs refer to the same software functionality - or, in other words,
are typically somewhat more verbose. In each set there arghat they express the same intent. So, two requirements
some requirements that comprise more than 500 words, bushould be linked if they have the same meaning, although
the most common requirement length is around 100 words.expressed in a different style and language. Unfortunately,
The reason for the enormous length of some requirementst is still an unsolved task to functionally represent meaning
is that they contain complete mail conversations that discussin a way that can successfully be used by automatic systems

the requirement scope. [15]. Thus, we cannot make use of such a system with-
out human intervention. We therefore choose to recast the
4. Technical Approach challenge into suggesting semantic similarity based on term

occurrences. We assume that MRs and BRs refer to the
The envisioned automated support to the manual work same functionality if they use the same terms, i.e. the same
of requirements linkage should be well integrated into the terminology. In an RE context this may be a reasonable
BRD (Section 2), giving relevant suggestions on corre- assumption, as in this case the language used tends to be
sponding requirements when requested. Figure 4 illustrategnore precise than in literary text, and moreover both cus-
where this automated support would be adopted into the re-tomer wishes and product requirements refer to the same
quirements management process (Figure 1). It is importantdomain (that is characterized by the same basic language).
to understand that nothing is linked automatically. Based on This is supported by the term usage (of which an extract is
the similarity calculationssuggestionare givento a human  presented in Table 5). Whether this assumption is valid is a
who may or may not assign the suggested links. Our ex-matter of empirical validation, which this paper addresses.
pectation is that relevant suggestions will be provided fasterlt should be noted however that this is the same assump-
this way than if a human would have to select several differ- tion made in many text retrieval systems that have been in
ent search terms and, for each of these, search through theidespread use in other fields (e.g., medical literature, legal
database. references, etc.).
The challenge is to suggest requirements that are poten- .
tial candidates for linkage without the aid of any concep- 4.1. Preprocessing

tual models, predesign or requirements models, as none are  gefore submitting the requirements to an automated pro-
available at the time of submittal of a new requirement. ~oqq for establishing proper links, a number of preprocess-

Modeling the 12,000 requirements, even incrementally, jng steps are performed. In detail, the process is as follows:
prior to selecting only a small subset for implementation

is simply not regarded as cost-beneficial. Approaches using 1- Réquirements are first flattened, by merging the |abel
natural language processing techniques in order to model, ~ @nd description fields, and discarding other administra-
validate, and help understand requirements are available but ~ tive information (e.g., dates of submission). Thus, the
are not directly applicable here (see Section 6 for a further ~ COMplex data items maintained in the BRD are reduced
discussion). These approaches may present interesting op-  t© Plain strings. This choice is based on the results in
portunities, but regarding the very large amount of require- an earlier similar study [19], where the recall rate was
ments we start off by choosing a more pragmatic angle. found to be higher when using both a summary and a
We first define the notion of a link in more technical description field.
terms. In Section 2, we defined a link between a customer 2. Each requirement isthen tokenized, by using acustom-
wish and a product requirement as an indication that they ~ made tokenizer based on Flex/Lex rules [14]. In this
step, terms are identified, and the original requirement
(a string of characters) is transformed into a sequence
of tokens. Particular care is taken to identify tokens

Stop word removal

Stop word removal

Foamming | that represent references to standards and other doc-
calculation

umentation (e.g., "ISO-8859-1"), as these occur fre-
qguently and are particularly meaningful for linking
purposes. Other numeric references are left out alto-
gether, as it turns out that they introduce too much un-
needed noise in the data.

Business
Requirements

Market
Requirements

3. Stemming is then applied to each token to remove af-
fixes and other lexical components not needed for com-

ongoing, continuous parison purposes. We use tmerpha morphological
analyzer described in [18] for stemming. For exam-
Figure 4. New setting with automated sup- ple, after this step both "managed” and "managing”
port. are transformed into "manage”, thus simplifying fur-

ther processing.
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Table 6. Intermediate results from preprocessing part of the example requirement MR10739.

[ Stage 1: Flattened | Stage 2: Tokenized | Stage 3: Stemmed | Stage 4: Stop words removed |
Pricing and Containerization pricing and containerization price and containerization price containerization specifically
Specifically what | am specifically what i am interested | specifically what i be interestin | containerization price prospect
interested in is containerization| in is containerization and pricing | be containerization and price for | pretty distributor electonic
and pricing. For a prospect for a prospect i am working a prospect i be work with pretty | component pricng type package
I am working with ( pretty with pretty much a distributor much a distributor of electonic cusotmer type wholesale retail

much a distributor of electonic | of electonic componentsineed | componentineed pricng by type
components ) | need pricng by | pricng by type of package by of package by cusotmer type
type of package by cusotmer cusotmer type wholesale or retail wholesale or retail

type (wholesale or retail).

Table 7. Vector-space matrix extract. tion of the requirement along the axis representing the term.
Thus, a whole requirement can be represented as a point in
the n-dimensional space. Very similar requirements will re-

[ Term [ MR10739 [ BR10025 | BR10031 |

container 1 6 4 sult in very closely clustered points in this space. Although
containerization 2 1 a simple Euclidean distance measure could be used to iden-
:teml 2 Z 131 tify similar requirements, better results can be obtained by
n'iv'_sn > > using a measure that considers frequency of terms, rather

;clka s 1 1 than count of occurrences [15]. This is particularly true in
Erice g 3 1 our context, since often BRs are much more detailed and
print 5 longer than the succinct customer wishes. The cosine corre-
process 7 1 lation measure is often chosen in text retrieval applications
purchase 1 1 for this purpose, as it does not depend on the relative size of
sale 1 1 the input [15]. In our case, we use the following measure:
sequence 1
statistics 8 o(f,q) = 2oy wr(t) - wy(t) 1)

2 2

type 2 L Vw03, (1)

where f and g are two requirementst ranges over
i terms, andw(¢) denotes the weight of tern The term
4. Common terms that have a purely syntactic role (stop weijgnt is typically a function of the term frequency, since
words) are then removed, as they do not provide use-yjle the number of times a word occurs is relevant, its
ful information for establishing correct links. Articles, elevance decreases as the number gets larger [15]. One
prepositions, and a few other closed-class words arecommon approach is therefore to use a term weight of
discarded in this step. 1+ loga(term frequency), which we use in this paper.
As an example, Table 6 shows how a part of the MR ©Once the similarity measure is defined, suggesting po-
in Table 2 is transformed into a sequence of terms by thetential links for an incoming requirement is a matter of sort-

preprocessing stages. ing pre-existing requirem.ents according to their s?milarity
to the new one, and offering the most-similar requirements
4.2. Linking and clustering to the user as candidates for establishing links. Of course,

there is no guarantee that two requirements that are similar

Each requirement, transformed accordingly, is then rep-according to ther(-) measure are indeed related: we assess
resented using a vector of terms with the respective numbemow effective this technique is in industrial context in the
of occurrences (the so-called vector space model [15]). Ta-next section.
ble 7 presents an extract of the vector space matrix for the At this point it is also worth noting at least two chal-
requirements set used in this paper. The matrix shows howlenges, raised by the matrix extract, that the current pre-
many times a term appears in each requirement (notice thaprocessing steps fail to handle. The stemming rules do not
such a matrix is usually very sparse, and can be stored andeduce the verlbontainerizatiorand the nourcontainerto
queried efficiently). From the matrix it may also be derived the same stem. From a semantic point of view this is per-
how many terms the requirements have in common, i.e. thefectly correct, but as the two terms concern the same domain
overlap. This can be used as an intuitive starting point for concept their association should be utilized to increase the
the similarity measure. similarity measure. The current realization of the vector-

In the vector space model, each term can be seen as apace model will not make that possible.
dimension in an n-dimensional space. The number of oc- The other potential problem has to do with synonyms
currences of each term in a requirement is taken as the posife.g. the ternpurchasewould perhaps preferably be re-



lated to the terntbuy). Although synonyms may be relevant
to address it is not certain that it will improve the measure
considerably. | connection to synonyms it could be more
promising to also take hypernyms and hyponyms into con-
sideration [11]. Nevertheless, this is a matter for further
research (see Section 7).

5. Evaluation

5.1. Evaluation technique

In order to evaluate how well the approach performs
when it comes to identify correct links, we use the man-
ually identified links as the "presumably correct” answer.
Our goal is to find out how many of these links the auto-
matic system can retrieve. Retrieval results of this kind are
traditionally evaluated by recall, precision, fallout, accuracy

and error [15]. How these measures are to be calculated and
interpreted is dependent on the application. Accuracy and

error are often not very interesting as the number of cor-
rectly left out items (true negatives) usually is huge, which
will give a high accuracy.

For the industrial setting described in Section 2 it is of
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part of the shown result. The BRs in the top list that are
correctly related to the MR are highlighted.

In this situation it is not critical that a correct suggestion
is presented at position 1 but, of course, the higher the posi-
tion the better. We could then use the ranked recall measure
[11], but as we would like to relate the recall to a threshold
(i.e. the top list size) we choose to compute recall for differ-
ent top list sizes. Recall is the proportion of the target items
that a system gets right (e.g. a system retrieving 100 of the
1,000 known relevant items has a recall of 10%) and we use
the following adapted procedure:

1. Calculate the complete similarity matrix. The similar-
ities are computed as described in Section 4.

2. For each requirement of one type, sort the require-
ments of the other type on similarity (as shown in the
example in Table 8).

3. Calculate the overall recall for a top list of sizeas:

Zi:l...#rcq targeted(n)

Recall(n) = F#actual links

)

interest to be presented, for a particular requirement of one

type, with a list of candidate requirements of the other type.
A top list is thus constructed by sorting the requirements by
similarity. The size of the top list will thereby represent our
similarity threshold.

A top list size of 1 is not necessary, nor wanted. A top
list size of 7 + 2 could be a good compromise [17]. It en-
ables us to quickly spot one or more correctly related re-
guirements, while taking into account that we are not able
to reach 100% recall or precision (proper experimentation

where

targeted(n) = for requirement,
number of correctly identified (3)
links within a top# list.

We may then plot a recall curve as a function of the top
list size.
However, step 3 is further adjusted to take the many-

with presenting the resulting top list to the Product Man- y,_many relationships into account. Suppose we have the
agers is still required). In Table 8 the situation is illustrated, g;iation shown in Table 8. In the presented top list of 7
where an example extract of a top list for one MR is Shown. yeqyirements, we find that 2 of them are correct. In an in-
In the table we have shaded those requirements grey thaferactive situation, these may be marked for linkage and
would fall outside the top list and which are typically not 44 then be removed from the top list. When they are

Table 8. Top list example

removed, the requirements previously at position 8 and 9
may be revealed. In this example we are lucky, and the
final third requirement is shown, which is easily spotted.
As long as correct suggestions are shown in the top list we

MR10013
Pos| Reg. | Similarity can reveal more suggestions without exceeding the selected
1 BR10012 045 top list size. Consequently, the recall rate may be slightly
> BR10156 0'43 greater. This calculation procedure is more appropriate con-
3 BR10006 0'42 sidering the specific industrial setting in which we expect to
4 BR10536 0.38 dynamically set the requirements relationships based on the
5 BR10987 0.36 presented top list.
6 BR10273 0.36 :
7 BR10740 034 5.2. Evaluation results
8 | BR10419 0.33 The results from our calculations are found in Fig-
Lo s 0.24 ure 5. The figure shows the recall curve for the top
10 | BR10082 0.21 lists of suggested BRs for each MR. The solid line repre-
11 | BR10283 0.18 sents the recall curve for calculating similarity usihg-
loga(term frequency), and the dashed line for calculating
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In an industrial setting, linkage is performed in both di-
rections, i.e. MRs are searched to find which are related to
a particular BR, and vice versa. We therefore calculated re-
call for the case where we are presented with a top list of
suggested MRs for each BR. We can expect a difference, as
the relative position of MRV within the top list for BRB,
is not equal to the relative position of BR within the top
(i list for MR M (i.e., their individual positions are based on
different similarity sets). We found that for a top list size of
10 we reach a recall of 41%. As we have no data on which
direction was used originally to manually identify the links,
we can only state that we reach a recall between 41% and

oif ~~ term weight = term frequency I 51% (for a top list size of 10). Notice however that we could
—_ term weight=1 + Iugz(term frequency) . . . . . .
oL . = - = also imagine a multi-page list of results, akin to the user in-
Top-List Size ’ ' terface of web search engines. In this case, we can expect

the user to access up to two or three more pages of results if

no convincing link is found in the first page, or if it is sus-

pected that more requirements can be linked. In this case,

in the most favorable setting with up to four pages we reach

it using just the term frequency. As expected, mitigation @ recall close to 65%.

improves recall (typically 10%). To give an indication of the time that could be saved,
As can be seen we never reach 100% recall. This is be-we make a rough estimate based on the statistics presented

cause there are some links that could not be identified at all,2nd another measure reflecting how many requirements that
i.e. some linked requirements have no terms in common.could be completely linked just by browsing a top-10 list.
There were 204 links that could not be identified, which re- We found that for 690 of the BRs, the recall rate would be
sult in a maximum recall of3, 259 — 204) /3, 259 ~ 94% 100% using a top list size of 10, i.e. every related MR for
(but that would require a top list of 3,000 requirements' each of the BRs would be found within a tOp-lO list. The
which is quite unreasonable). Looking at the requirements 690 BRs are linked to 1,279 MRs, giving an average of 1.85

comprised by the 204 links that could not be retrieved we MRs per BR, but in order not to exaggerate the gain we as-
found that: sume that, in the manual case, one search term is enough

to find all the links for one requirement. Supported by the
e The links comprised 101 BRs and 158 MRs, thus in- search hit example in Section 3 we further assume that a
cluding many-to-many links. search would return approximately 30 hits. Thus, in the
o ) ) manual case the worst case scenario would be to browse
e The majority of the requirements were sparingly de- 30 requirements. With a top list size of 10, the worst case
scribed, consisting of just a single line of text. In some gcenario with automated support would be to browse 10 re-
cases there was no description at all. This is not neces—irements. Up to 66% effort could consequently be saved.
sarily wrong in the Baan RM process perspective (an |t e assume that it takes about a quarter of a minute (15
empty BR is allowed to be created and directly linked ggconds) to accept or reject a requirement as a link, we find
to an MR). These special cases do however affect they, 4t the gain ig690 - 30 - 0.25) — (690 - 10 - 0.25) min-
results negatively. utes= 3,450 minutes= 57.5 hours. The critical reader
e Some requirements were completely written in lan- May protest that in a real setting it is not possible to know

guages other than English. This should not be allowed the stop criteria, i.e. how to know if a presented top-10 list
without an additional English description. comprise all the possible links for an arbitrary requirement.

While that is true, it is also true in the current situation. The
e Many of the BRs and MRs seemed to describe com- stop criteria will unfortunately always be unknown. The
pletely different things. For a better understanding of above calculation only gives a comparative evaluation of the
these abstractions further analysis is required, which is effort that may be saved.
beyond the scope of this paper. Itis also of interestto  Finally, we also found it interesting to answer another
understand how these links were assigned in the firstquestion: how effectively can we find at least one correct
place. link, i.e. for each one-to-many relationship how well is it
possible to spot at least one of them? Just looking at the
Figure 5 shows that, for a reasonable top list size of 10, pest-positioned suggested requirement, we reach a recall
we reach arecall of 51%. This is good considering the prag-rate of 58% for a top list size of 10, which seems promising.
matic approach taken and the impact on the saving of timeThjs gives a reason to incorporate clustering techniques, i.e.
that could be made in industry.

Figure 5. Recall for linking an MR to BRs.
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to cluster the requirements of one type and use that addi-natural language will be used for several years ahead. This

tional information when producing the top list. motivates the research efforts made within the field.
o The underlying activity for supporting the linkage be-
5.3. Validity tween BRs and MRs may be classified@guirements sim-

. o ilarity analysis The approach taken in this paper is based
There are four main validity threats that may adversely o, the assumption that similar requirements have terms in
affect our results: common. This may certainly be an insufficient assumption

1. Correctness of the similarity calculations. for achieving very high recall rates and complementary ap-
2. Completeness of actual links. proaches may offer improvements.

3. Degree of link intricacy. Similarity between textual requirements has not been
4. Copy-and-paste of requirement content. studied extensively, but linguistic engineering techniques to

aid other requirements engineering activities have been pro-
To address the first threat we have manually validated all posed that may present opportunities for improvements. In
the programs we developed. This was done for a randomlyaddition to our own previous work [19], there are a few that
selected subset, for which we manually performed all the are related specifically to requirements similarity analysis.
required steps and compared that to the automatically cal- For example, Goldin and Berry have developed a tool
culated results. Some minor bugs were found and correctedo extract abstractions from requirements sets [9]. The tool
and for any changes to the code we regression tested all théinds commonalities between requirements by using a slid-
programs. ing window technique that compares sentences character-
The second threat has currently not been avoided. Work-by-character. They avoid some of the weaknesses in con-
ing manually, Baan’s product managers may have missedfidence and precision from using parsers or counting iso-
some relevant link, which our system has identified. Such alated words. The result from the tool by Goldin and Berry
link would be considered incorrect in our evaluation. How- is a number of abstractions, selected based on the require-
ever, this threat is not problematic, since if the missing links ments’ common content. Relating to our work, instead of
are accounted for we will get higher recall. How much extracting the abstractions, a similarity measure could be
higher is beyond the scope of this paper (see the next sectioralculated based on this overlap.
for a discussion on further work). A sliding window approach is also used by Park et al.,
The third threat involves the difficulty of drawing the this time on a word-by-word basis in order to index sen-
correct conclusion based on the kind of links that are amongtences [22]. They also use a parser to produce an alternative
the correctly suggested ones. It may well be the case thaindex. Similarity is then calculated for both sets and aggre-
the remaining links are much more difficult to find using the gated into a final, more accurate similarity measure. How-
proposed techniques or not. Stated differently, the presentecver, the requirements set used for the evaluation is small
results may not be as promising as we may think. How- and larger sets may present more noise than is revealed in
ever, we do not claim to reach 100% accuracy and we dotheir evaluation. Nevertheless, their study shows how dif-
not aim at completely replacing the current practice. This ferent techniques may be combined to improve the recall
threat should nevertheless be investigated further. rate and this seems to be the most rewarding approach.
The final threat has to do with the fact that some BRs  Other research efforts within requirements validation
may have been created using the exact same text (or slightlymay also be incorporated to improve the similarity mea-
modified) as in a specific MR to which it is then linked. Of sures. This includes the work by Fabbrini et al. (a re-
course the system should spot these, but the recall curvequirements quality model [5]), Cybulski and Reed (unifying
may show a better result than is reasonable in an industriathe requirements terminology [2]), Rolland and Proix (con-
setting. It is beyond the scope of this paper to manually ceptual modelling [23]), Fliedl, Kop and Mayr (conceptual
analyze all 3,259 requirements links. A quick analysis was predesign [7]), Osborne and MacNish (restricted language
made to see if there were any requirements pairs that werd21]), and Denger et al. (writing more precise requirements
assigned a similarity of 1. We conclude that although these[3]). However, restrictions emerge from the specific setting
were few (45), it is of interest to look specifically at those described in Section 2. For example, it is not possible to
that have been assigned high similarity measures. It is aforce customers to write their requirements in a controlled
matter of further work to address this threat systematically. language (proposed in [2, 21, 3]). As stated in the introduc-
tion and in Section 2, this is not even desirable. Further-
6. Related work more, the problem addressed in this paper is not the diffi-
culty of validating or understanding the requirements, but
A recent study shows that several software developmentrather the challenge to handle the large amount of require-
companies, in particular the customer-oriented, use com-ments in the decision phase prior to any software design ef-
mon natural language for specifying requirements in the forts. Thus, it is too early to do any modelling (as presented

early phases [16]. Due to the nature of the requirementsin [23, 7]). Even if it was found to be valuable to model all
management process in many companies, we believe that

10
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the 12,000 requirements, it would most likely require too RM) and language use. Such mechanisms would improve
much interactive manual labor. the results from the similarity calculations without compli-
In the end, it is a matter of the cost-benefit of the tech- cating the technical design. The above issues should be
nigues to be used, not only what is virtually possible. The addressed together with analysis of the requirement links
effort of getting support systems up and running and inte- that were assigned low similarity measures. That could re-
grated into the requirements engineering process as wellveal the nature of natural language requirements and how it
as making them perform good enough must be balancedwould be possible to generically deal with them.
against the benefit they provide.

7. Further work 8. Conclusions

The results presented in this paper are promising for fur-  In this paper we have presented an approach to speed
ther work and improvements. There are several issues thatip requirements linking using Linguistic Engineering tech-
may have a positive impact on the recall curve: nigues. We have shown that for an industrial setting where

o __numerous customer wishes and product requirements are
e Incorporate and aggregate similarity measures usinggjicited, there is valuable support to be given using already
other available .techmques (e.g. sliding window, part well-known, robust techniques.
of speech tagging, etc.). For example, there are also  \ye have shown that more than half of the links may be
arguments against the cosine measure (as it assUmegqrectly suggested and thus found in an easier way than
Euclidian distance), which makes it interesting t0 in- {hey are today. An estimation based on the evaluation also
vestigate probabilistic measures. shows that for 63% of the linked product requirements, all
links would be found within a ranked list of 10 suggested
customer wishes and time savings of more than 65% could
be made.

e Reuse the information from already linked require-
ments. In a real setting, most requirements in the

database would be already linked. Firstly, they could . .
be used to get more accurate similarity measures, as We argue that the linkage could be made quicker by

more textual information would be available in the cal- pushing a button gnd select ffom a list of requirements,
culation. Secondly, they could in some cases be left rather_ than choqsmg and typing dlfferoent search terms.
out from the presented top lists. Thirdly, they could E\_/en if the casels that only the easy 50./0 are fo‘”?d' it wil
be used as a learning set: for each pair of tefms) still be easier and faster. Further investigations will reveal

we could compute a bonus based on how many timeshow simple or advanced links that may be found using fur-

the pair appears in pre-linked requirements (&.imn.a ther improved techniques.

MR, ' in a BR linked to the MR). When comparing to A significant contribution of our work is that the ap-
a néw requirement, we could consider equal terms to proach has been evaluated using a large set of real indus-

match with a full score (e.g., 1.0), and different terms _trial requir_ements_,. The var_ying quality that is always found
to match with their "bonus” ('smallier) score. This way, in authentic requirements is a real challenge to natural lan-

a future occurrence dafwould suggest that we should guage processing tools. Theref.o.re, we .belileve itis of high
consider requirements containitigas well importance to make these empirical validations before any

further steps are taken.
e Expert validation. It is possible that not all links have ~ Further technical improvements are as always possible,
been found in the manual work. Thus, it is possible Making way for important savings of time in industrial Re-

that requirements at a high position in the resulting top duirements Engineering. We do not expect these savings
lists actually should be linked. Experimentation with 0 be of an order of magnitude, but if effort as indicated in

and interviewing of product managers about the miss- Section 5.2 could be saved, we would call it considerable.
ing links and the reasons (if any) for their rejection ~ Linguistic Engineering techniques have not yet been

could lead to significant improvements. fully exploited to support software product development.
The challenge is to consider all the criteria to yield accep-

e Incorporate semantics to catch more distant similari- tance: usability, cost-benefit, flexibility, robustness and ef-
ties. For example, tokenization and stemming could be ficiency, to mention a few [8]. The presented results are
replaced with a part of speech tagger (e.g. the Brill tag- promising for a step towards well-engineered systems to aid
ger [1]), compound concepts could be treated as terms,Requirements Management in companies that rely on com-
and WordNet or another lexicon could be used to deal munication in natural language.
with synonyms, hypernyms, and hyponyms.
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